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Abstract

This paper describes Self-Organizing Maps for Genetic Algorithm (SOM-GA). In
this algorithm, the search performance of a real-coded genetic algorithm (RCGA)
is enhanced with self-organizing map (SOM). The SOM is trained with the infor-
mation of the individuals in the population. Sub-populations are generated from
a whole population by the help of the map. The RCGA search is performed in
the sub-populations. The Rastrigin function is considered as a test problem. The
search performance of SOM-GA is compared with that of the RCGA. The results
show that the use of the sub-population search algorithm improves the local search
performance of the RCGA and therefore, SOM-GA can find better solutions in
shorter CPU time than RCGA.
Keywords: real-coded genetic algorithms, self-organizing maps, Rastrigin func-
tion.

1 Introduction

Evolutionary Computations can be classified into Genetic Algorithms (GA)[1, 2],
Genetic Programming (GP) [3, 4], Evolutionary Strategy (ES) [5] and so on. The
GA, which is one of the most popular evolutionary computations, has been pre-
sented by Holland in 1970s. Since then, theoretical study of GA operators and
the engineering application of GA have been studied widely by many researchers.
Recently, their attention focuses on the multi-objective optimization and real-coded
optimization problems from the viewpoint of engineering applications. Now, we
will focus on the real-coded optimization problem.

An original genetic algorithm is designed for optimization problems with binary-
coded design variables. Therefore, in the previous studies, real-coded design vari-
ables have to be transformed to binary-coded ones. However, some researchers
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have presented the real-coded GA (RCGA) in which the real-coded design
variables are not transformed into the binary-coded ones [6–8]. In this study, we
will present the RCGA with self-organizing maps (SOM), which is named as
“Self-Organizing Maps for Genetic Algorithms (SOM-GA)”.

The SOM, which has been presented by Kohonen [9] and Van Hulle [10], is a
single layer feed-forward network where the output syntaxes are arranged in grid.
Simply, the SOM-GA is the combinational algorithm of the Real-Coded Genetic
Algorithm (RCGA) and the SOM clustering. The algorithm starts from the defi-
nition of the population of individuals. A self-organizing map is trained with the
objective function and the design variables of the individuals in the population. The
best match unit for a individual is chosen and then, a sub-population is defined by
the individuals included in the circle centering on the best match unit. RCGA is
performed iteratively in sub-populations and then, the obtained best individuals
are added to the next whole population.

The combinational algorithm of the evolutionary algorithm and the SOM has
already been presented by Buche et al. [11], which is named as Self-Organizing
Maps for Multi-Objective Evolutionary Algorithms (SOM-MOEA). The SOM-
MOEA is designed for the multi-objective optimization problems and therefore,
their aim is different from the SOM-GA.

In the numerical example, Rastrign function is taken as a test function. The
SOM-GA and RCGA are compared in their search performance by finding an
optimal solution of the Rastrign function.

2 Self-organizing map

Before explanation of Self-Organizing Maps for Genetic Algorithms (SOM-GA),
we will introduce Self-Organizing Maps [9, 10].

The self-organizing map is a single layer feed-forward network where the output
syntaxes are arranged in grid (Fig. 1). Each input is connected to all output neu-
rons. A weight vector with the same dimensionality as the input vectors is attached
to every neuron. The number of input dimensions is usually a lot higher than the
output grid dimension. SOMs are mainly used for dimensionality reduction rather
than expansion.

Figure 1: Self-organizing map.
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Taking the Euclid distance
∥∥vj −wi

∥∥ as a norm, the best match unit is selected
so that the norm is minimized. The best match unit c

(
vj
)

can be defined as

c
(
vj
)

= argmin{∥∥vj −wi
∥∥}. (3)

Once determining c(vj), the weight vector is updated by

wi(t + 1) = wi(t) + hci(t)
{
vj(t)−wi(t)

}
, (4)

where t denotes the discretized time; t = 0, 1, 2, . . .. The neighborhood function
hci(t) is defined as

hci(t) = αs exp

(
−‖rc − ri‖2

2σ2(t)

)
, (5)

where ri and rc denote the position vectors of the unit i and the best match unit,
respectively. The coefficient αs is sometimes defined as a monotonically decreas-
ing one. In this study, however, it is defined as the constant within the range of
0 < αs < 1. The function σ(t) is defined as

σ(t) = σ(t− 1)− R

TS
, (6)

where σ(0) = R and σ(TS) = 0. The parameters TS and R denote the number
of training step and the initial radius, respectively.

The SOM algorithm is as follows.
1. Initialize randomly the weight vectors wi.
2. Select the unit c(vj) so as to satisfy equation (3).
3. Update the weight vector wi according to equation (4).
4. Update the neighborhood function according to equation (5).
5. Repeat from step 2 to step 4.

3 SOM-GA algorithm

For explanation of the SOM-GA algorithm, we will take the following notations.
P (t) Population at generation t.

pi(t) An individual in a population P (t).
M Total number of individuals in a population P (t).

SP i(t) Sub-populations generated from a population P (t).
Map Self-Organizing Maps.

Rn Radius for sub-population SPi(t) in SOM-GA.
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Figure 2: Flow chart of SOM-GA algorithm.

The SOM-GA algorithm (2) is as follows.
1. t = 0.
2. Initialize self-organizing map Map.
3. Generate randomly M individuals to construct an initial population P 0(t).
4. Evaluate fitness of individuals.
5. Generate the population P (t) as follows.

(a) Select two individuals from the population P 0(t) by roulette selec-
tion.

(b) Apply BLX-α crossover [6, 12] to generate new individuals.
(c) Repeat until generating M individuals.

6. Train Map with the values of the objective function and the design variables
of the individuals in the population P (t) according to the Section 3.

7. Generate new individuals as follows.
(a) Define sub-populations on Map by all individuals within a radius of

Rn from the best match unit for the individual pi(t).
(b) Perform RCGA operation in the sub-population SP i(t) to obtaining

best individual pi(t + 1).
(c) Repeat for every individual pi(t)(i = 1, 2, . . . , M).
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Figure 3: Rastrigin function in two-dimension.

8. Terminate process if convergence criterion is satisfied.
9. Construct new population P 0(t + 1) by individuals pi(t + 1)

(i = 1, 2, . . . , M).
10. Update time step; t← t + 1.
11. Go to (4).

In the numerical examples, the test functions are taken as the objective functions.

4 Numerical examples

4.1 Problem setting

The SOM-GA is applied for finding an optimum solution of Rastrigin function.
The test functions are taken as the objective functions and, the SOM map is trained
with the values of the test functions and the design variables.

Rastrigin function is defined by

F (x) = 10n +
n∑

i= 1

(
x2i − 10 cos(2πxi)

)
(−5.12 < xi < 5.12) (7)

min(F (x)) = F (0, 0, . . . , 0) = 0.

In case of two design variables, the function is shown in Fig. 3. Since Rastrigin
function is a multi-modal function, it has one global minimum and many local
minima. Design variables are independent each other.

In this paper, the number of the design variables is specified as Ndv = 20.
Common parameters for the SOM-GA and the RCGA are listed in Table 1.

Number of the design variables is 20. Population size is 50. Crossover rate and
the mutation rate are 1.0 and 0.002, respectively. Roulette selection and BLX-α
crossover operations are adopted. In the real-coded mutation operation, the values
of the design variables are changed randomly.
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Table 1: Common parameters for both algorithms.

Number of design variables Ndv = 20
Population size Np = 50

Selection Roulette selection

Crossover BLX-α, α = 0.5
Crossover rate 1.0

Mutation rate 0.002

Number of trials 10

Table 2: Additional parameters for SOM-GA.

Map size and type Hexagon of 20× 20
Initial neighborhood radius R = 10

Training rate αs = 0.8
Training times TS = 1000

Neighborhood radius Rn = 2
Operation number in sub-population N sub

g = 1000

Table 3: Maximum generation step Ng.

Rastrigin

(Ng)RCGA 1,000,000

(Ng)SOM−GA 20

Additional parameters for the SOM-GA are shown in Table 2. The neighbor-
hood radius Rn is the radius of the circular region on the self-organizing map
which covers a sub-population. The operation number in the subpopulation N sub

g

is the number of the RCGA operations in each sub-population.
Ten trials are performed in every cases from different initial populations. Mean

values are shown in the numerical results.
Maximum generation steps Ng are shown in Fig. 3. In the SOM-GA, the RCGA

operation is performed in every sub-populations. The estimation time of fitness
function is equal to the product of the number of maximum generation step, the
population size, and the number of the RCGA operations in every sub-populations.
In order to equalize the estimation times of fitness functions in RCGA and
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Figure 4: The comparison of RCGA and SOM-GA.

SOM-GA, the generation steps are specified according to

(Ng)RCGA ≥ (Ng)SOM−GA ×Np ×Nsub
g .

where (Ng)RCGA and (Ng)SOM−GA denote the maximum generation step in
RCGA and SOM-GA, respectively.

4.2 Numerical results

Convergence histories of the best individuals are shown in Fig. 4. The abscissa and
the ordinate denote the CPU time and the objective function of the best individ-
ual, respectively. The RCGA and SOM-GA results are labeled with “RCGA” and
“SOM-GA”, respectively. The convergence speed of RCGA is faster than that of
the SOM-GA in the early steps. On the contrary, the convergence speed of SOM-
GA is slower than the RCGA in the early steps and then, is accelerated when the
objective function value is smaller than 0.001. A final solution is much better than
that by RCGA.

The CPU time of the SOM-GA without SOM training time is also shown in the
figure. The CPU time of the SOM-GA with SOM training time is twice as long
as that without the SOM training time. This means that the computational cost for
SOM training is almost equal to the remaining cost.

Next, we would like to discuss the effect of the map size to the search perfor-
mance. The map size varies from 10 × 10 to 80 × 80. The results are compared
in Fig. 5. The abscissa and the ordinate denote the dimensionless CPU time with
the maximum CPU time of maximum map size and the value of objective func-
tion, respectively and the labels denote the map size. We notice that the CPU time
increases according to the magnitude of the map size. When the map size is not
small, i.e., greater than 30× 30, the final solution converges to the same solution.
Therefore, we can say in this case that the map size of 30 × 30 is best from the
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Figure 5: Effect of SOM map-size.

view-points of the search performance and the CPU time. Since the most adequate
map size depends on the problem to be solved, we take a small map-size, i.e., the
map size of 20× 20, in the following examples.

5 Conclusions

This paper described the Self-Organizing Maps for Genetic Algorithms (SOM-
GA) for real-valued single objective function problems. In the algorithm, the self-
organizing maps are trained with the values of the objective function and the design
variables of the individuals in a population and the sub-populations are defined
by the help of the SOM clustering. The real-coded genetic algorithm (RCGA) is
applied to the individuals in each sub-population. The processes are repeated until
satisfying the convergence criterion.

The SOM-GA is applied for finding an optimum solution of Rastrigin function.
The results show that the SOM-GA can find better solutions in shorter computa-
tional time than the original RCGA without SOM.
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