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Abstract

This work deals with the efficient discovery of valuable and nonobvious
information from large collections of data, using Computacional Intelligence
tools. For this purpose, a . study about knowledge acquirement from supervised
neural networks employed for classification problems is presented. An
algorithm for rule extraction from neural networks, based on the work by Lu et
al. [1] in 1996, is developed. This algorithm, named Modified RX, is
experimentally evaluated in three different domains. The results are compared to
those obtained by classification trees. In respect of the efficacy , one observes
that the successful application of the algorithm mainly depends on the
knowledge representation acquired by the conecctionist model, while the
eficciency only depends on the neural network training time.

1 Introduction

The main challenge in using supervised neural networks in Data Mining
applications means to get explicit knowledge from those models. It is
difficult to understand neural networks models because [2]:

- they are represented by many real parameters (connection weights);

- they represent non-linear functions;

- the hidden units can learn distributed representations.
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connection weights [3] and the hidden units are called feature detectors
[4]. Thus, the knowledge aquisition process from supervised neural
networks implies in using algorithms based on the connection weights or
on the hidden units activation values. These algorithms are usually called
Algorithms  for  Rule  Extraction  from  Neural  Networks
[1,5,6,7,8,9,10,11,12,13,14,15,16].

Lu et al. [1] developed a rule extraction algorithm based on the
hidden units activation values. The algorithm developed on the current
paper is based on this methodology. Therefore, it is called Modified RX
Algorithm. This methodology provides a way of relating domain regions
to the classes, clustering hidden units activation values. Basically, the
changes are based in the fact that there is an activation particular set for
each class and so one can draw rules separatelly for each particular class,
differently to what the RX Algorithm [1] does.

2 Neural network simulator

The neural network trainning process was accomplished by NeuralWorks
Predict [4]. This software is produced by NeuralWare, Inc. at 202 Park
West Drive, Pittsburgh, PA 15275. This software uses a genetic
algorithm to select appropriate variable sets to each neural network
model, like can be seen in [17].

3 Clustering algorithm

The clustering algorithm used in this work is similar to the Leader
Algorithm [18], considering that the leader is the mean of the activation
values and the tolerance is given as a function of the standard deviation.
The euclidian distance is used. The algorithm performs the following
steps:

1) Calculate the mean and the standard deviation of the C
activation values set;

2) Cluster the v values whose Dv distance is smaller or equal to
the standard deviation multiplied by the MULTI tolerance
factor, where Dv is the distance between the v value and the
mean;

3) Exclude the clustered values from the C set;

4) If C = {¢} then stop;

Else goto 1).
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automatically by the algorithm:

NC =5 - D, where D is the number of considered standard deviations.
This algorithm was tested on three different domains: Iris Plants
Database, Pima Indians Database and Meteorology Data.

4 Case studies
4.1 Iris plants database

This database contains three classes - each one with 50 examples - of
flowers: Iris Setosa, Iris Versicolour and Iris Virginica. It is possible to
do a linear separation of the first class to the other ones. There are four
attributes envolved: sepal and petal lenght and width.

The training set is considered to be the complete database. Besides,
the database is considered noiseless. The best result was obtained by a
two hidden units neural network, considering the areas of sepals and
petals as input. This network gets a average classification rate of 98%.
Considering two standard deviation units as tolerance distance to the
clustering algorithm, one can get the following rules:

If {As-3,98.Ap >234}
and{1121<AS 5,56.Ap <21,87 or Ap- 0,18.Ag=1,47}
Then SETOSA.

If {-0 23_.Ap-0 25.Ag<3,45 or Ap-O 25.A5=3,89
or Ap -0,25.A5=4,09}
and{1,18<Ap-0,18.A5< 5,22 or Ap-0,18.A5=0,83
or Ap-O,l 8.Ag=1,01}
then VERSICOLOR.

If {Ap - O,25AS = 3,85 or Ap - O’ZSAS = 3,21}

and{Ap - 0,18.A5 > 4,48}

then VIRGINICA.

where A, is the petal area and A is the sepal area.

These rules classifies 97.33% of the database examples correctly,

with a complexity measure [19] equal to 3.4. The following table shows
the summary of some results:
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Methodology - Iris Flower Data Accuracy Rule
Model | Rules | Complexity
Best neural network : NeuralWorks| 98% | 97% 34
Predict [4] — areas
Classification tree : XpertRule Profiler| 96% | 96% 2.5
[20] - sepal and petal lenght and width
HENERY classification tree [21] - sepal] **** | 98% 3.0
and petal lenght and width
HENERY classification tree [21] - areas | **** | 97% 2.2

4.2 Pima indians diabetes database

This example represents a complex classification problem [22]. The
dataset contains 768 examples — 500 meaning negative conditions for
diabetes — class 1 - and 268 showing positive conditions of diabetes —
class 2. Therefore, this sample is not representative [23]. Each example
contains 8 attributes plus the class. The attributes are:

A —number of times pregnant

B — plasma glucose concentration in an oral glucose tolerance test
C — diastolic blood pressure (mm hg)

D — triceps skin fold thickness (mm)

E — 2 hour serum insulin (um U/ml)

F — body mass index (kg/m?)

G — diabetes pedigree function

H —age

The dataset was considered noiseless, and it was divided in trainning
set and test set. The training set contains 75% of the examples and these
were selected in according to maintain the proportion verified on the
total set — 65% belonging to class 1 and 35% to class 2.

Low linear correlation factors between the attributes were verified
and this is a good characteristic to the learning process [23]. However,
the attributes are not highly correlated to the class values and this fact
difficults the learning process [23,24]. Thus, the variable selection was
performed by the genetic algorithm available in NeuralWorks Predict
[4].

The best neural network model has four input units — using the linear
[-1,+1] transformation — eight hidden units — using the hyperbolic
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genetic algorithm selected four attributes: A, B, D, H.

The training set average classification rate was equal to 76.4% after
180 epochs, while the test set average classification rate was equal to
82.55%. The best result obtained to this classification problem achieved
a test set average classification rate of 77.7%, using the Logdisc
algorithm [22]. It is important to say that the training and test sets were
selected randomically, what prevents the acquisition of identical sets
used by the Logdisc algorithm.

Considering the standard deviation as tolerance distance to the
clustering algorithm, one can get the following rules:

If {(-49,24<a1<6,97)or (8,19 <aj < 9,51)}

and {(0,03 <ap <26,33)or(-8,56 <az < -0,057)}

and {(-0,25 <a3 <1,496) or (-0,37 <a3 <-0,28)}

and {(-0,08 <agq < 0,15)}

and {(-11,33 <a5 < 35,12) or (-28,52 <as5<-14,66)}

and {(-0,61 <ag< 3,68) or (3,74 <ag< 4,23)}

and {(6,13 <a7< 46,62) or (-4,83 <a7< 5,77)}

and {(-0,05< ag < 0,45) or (0,46 < ag < 0,63) ou ( -0,14 <ag <-
0,06)}

then Diabetes;

Else, not diabetes.

where aj {i = 1,..,8} represents the hidden units activation
expressions:

a1 =51,31-0,91.A-0,35B+0,07.D - 0,56.H

ap = 38,20 + 0,22.A - 0,05.B-0,42.D-0,35.H

a3=-0,17+0,02.A+0,01.B-0,01.D - 0,02.H

a4 =-0,08 -0,004.A - 0,001.D +0,004.H

a5 =-7,88 +0,76.A +0,24B - 0,46.D - 0,26.H

ag =2,13 +0,06.A +0,02.B - 0,04.D - 0,07.H

a7=40,15+0,18.A+0,11.B+0,15D-0,91.H

ag = 0,13 +0,04.A -0,005.D-0,003.H

These rules classify 41% of the examples correctly. This low
classification rate happens due to the distributed representation, that
makes difficult the knowledge acquisition from neural network models
[3,25]. This fact can be visualized by graphics like:
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Example

Graphic 1. Activation values to the hidden unit 2. The first 500
values represent examples to the class 1 while the last ones
represent examples of the class 2.

4.2.1 Neural Networks and Classification Trees

In order to compare the results obtained by neural networks and
classification trees, either in efficacy as in efficiency, two datasets were
separeted. A training dataset, containing 500 examples, and a test
dataset, containing 192 examples. Both of them were randomically
selected from the original dataset. It was not possible to use all the data
because the software XpertRule Profiler [20] does not allow to process
more than 500 examples.

The classification tree was obtained considering the standard
parameters of XpertRule Profiler [20]. The classification tree building
processing time, on a PC — 486 — DX4 — 100MHz — 16Mb RAM was
equal to 16 minutes and classifies 72.4% of the examples correctly.

The best neural network achieved has five input units using linear
[-1,+1] transformation, three hidden units using hyperbolic tangent
function, and two output units using logistic function. The genetic
algorithm selected five attributes: A, B, D, F and G. The test set average
classification rate was equal to 78%. The neural network training time,
on a PC - 486 — DX4 — 100MHz - 16Mb RAM was equal to 36 minutes.

It is verified that the neural network was lightly better in efficacy,
while the classification tree algorithm is really more efficient than the
neural network.

294



@% Triﬁégc'tlloh% onCIL?osrr%gg r%lalr% &ir%imqjsigt%r%#esch%g%?g?\’gplgg ?QISB%%T Press, www.witpress.com, ISSN 1743-3517

It was observed that the clustering of the hidden units activation values
didn’t provide good results concerning to the knowledge aquisition
process. Thus, the distributed representation suggests that the utilization
of an algorithm wich divide the hidden units activation space would get
better results. This being the case, classification tree algorithms could be
appropriate to separate the activation values. The application of a
classification tree to the hidden units activation values provides the
following rules:

If (a3<-2,13) and (a1 <0,43) then DIABETES;
Else, NOT DIABETES.

where:
a1 =4,70-0,13.A - 0,004.B + 0,003.D - 0,091.F - 0,82.G
a3=15,15-1,25.A-0,09.B +0,04.D - 0,02.F - 0,47.G

These rules classifies correctly 76.3% - against 41% to the clustering
algorithm - of the examples.

4.2 Meteorology dataset

This dataset was collected at the International Airport of Rio de Janeiro.
The original dataset contains 88,000 examples of meteorological
observations. Each example is represented by 38 attribute values and the
associated class.

The examples related to the wer and dry fog classes were selected to
Data Mining, resulting in a 10,000 examples dataset. One has to mention
that a lot of examples contain some unknown attribute values and this
fact implies in establishing criterions to eliminate these examples.
Therefore, all the examples whose air relative humidity and precipitation
values were unknown were eliminated. The attributes related to the
clouds belonging to the third and fourth layers ( the higher ones) as well
as the blast were not considered, because one believes that they are not
important to the wet and dry fog phenomenom. The attributes related to
the cloud directions were eliminated because it is only possilble to get 16
examples containing these attribute values. The landing track level
pressure, very related to the sea level pressure, was also eliminated.
Thus, 1509 examples were considered to be valid for Data Mining.
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linear correlation to the dew temperature and a 0.95 linear correlation to
the dry bulb temperature.

In brief, the neural network model was obtained considering 19
attributes: month, hour, cloud total quantity, wind direction, wind speed,
visibility, first layer cloud quantity, second layer cloud quantity, first
layer cloud type, second layer cloud type, first layer cloud height, second
layer cloud height, dew temperature, sea level pressure, pressure
variation tendency, three hours pressure variation, dry bulb
temperature, precipitation and air relative humidity.

Test and Validation sets were not used because there is not a enough
number of examples relatively to the number of attributes envolved. The
genetic algorithm [4] selected the folowing attributes:

X1 = month

x2 = wind direction

x3 = visibility - not appear on the rules because of its low weights.
x4 = second layer cloud height

X5 = dew temperature

X6 = air relative humidity

The best neural network model obtained has two hidden units and
classifies, after 76 epochs, 89% of the examples correctly. The neural
network training time, on a PC — 486 — DX4 — 100MHz — 16Mb RAM
was equal to 5 hours. Considering the standard deviation as tolerance
distance to the clustering algorithm, one can get the following rules:

If {(-7796 < 21.x1 +32.x2 +x4-14.x5 - 84.x6 < -5880) and
(-10460 < 27.x1 +x4-25x5-107.x6 < -8060) }
then WET FOG.

If { (-5884 < 21.x1 +32.x2+x4-14x5-84.x6 < -2614 ) and
(-7920 < 27.x1 +x4-25x5-107.x6 < -4549) }
then DRY FOG.

These rules classifies 80% of the database examples correctly, with a
complexity measure [19] equal to 2. It would be possible to get better
results by means of a domain expert. It is important to mention that, even
if the neural network model classifies both the classes equally (average
classification rate equal to 89%), the rules classify correctly 83.5% and
60% of the wet fog and dry fog cases respectively. It is reasonable to
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makes difficult to cluster the actlvatlon values.
A classification tree, obtained by means of the Intelligent Miner for
AIX [26], provides the following rules:

IfH,>79,5

then wet fog;

If {H,<79,5and T;<239,5andM <8,5and T,<2,5and H< 12}
then wet fog;

If {H,<79,5and T, <239,5and M <8,5and T, < 2,5 and H> 12}
then dry fog;

If {H,<79,5and T;<239,5and M <8,5 and T, > 2,5}

then wet fog;

If {H;<79,5and T, <203 and M > 8,5}

then wet fog;

If {H,<79,5 and (203 < T, <239,5) and M > 8,5}

then dry fog;

If {H, < 74,5 and T, > 239,5}

then dry fog;

If { (74,5 <H,;<79,5) and T, > 239,5 and T, < 3,5 and H < 6}
then wet fog;

If { (74,5 <H,;<79,5) and T, > 239,5 and T, < 3,5 and H > 6}
then dry fog;

If { (74,5 <H;<79,5) and (239,5 < T, < 244,5)and T, > 3,5}
then dry fog;

If { (74,5 <H;<79,5) and T, > 244,5 and T, > 3,5}
then wet fog;

where :

H, = air relative humidity;

T, = dry bulb temperature;
M = month;

H = hour;

T, = second layer cloud type.

These rules classify 94% of the examples correctly, with a complexity
measure [19] equal to 8.3 . Comparing to the neural network model, it is
observed that this classification tree provides a better classification rate
but a higher complexity measure.
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Supervised neural networks are usually not employed in Data Mining
applications because of their low computacional efficiency and because
it is difficult to interpret their models. The computacional efficiency can
be improved mainly by using paralel and distributed processing, by
applying techniques for selecting adequate training samples, by
incorporating domain knowledge and by reducing neural network model
complexity.

The neural network model interpretability depends fundamentally on
the application of effective rule extraction algorithms. Considering the
studied cases, it is verified that the efficacy of the Modified RX
Algorithm depends on the neural network knowledge representation.

The local representation allows the Modified RX Algorithm to extract
non redundant rules, what does not usually happen on algorithms based
on the connection weights. Besides, the number of rules obtained by the
Modified RX Algorithm is equal to the number of classes. However, the
Modified RX Algorithm does not provide acceptable results to the
distributed representation. This representation is advantageous to the
memory efficiency and adaptability, but it is not convenient for the
interpreting process of the knowledge acquired by neural network
models [3,25].

As well as observed in [1] it is verified that, comparing to
classification trees, the Modified RX Algorithm provides a bigger number
of premises, while classification trees generate bigger rule sets.
Considering the computacional efficiency, classification trees got better
results.
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