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Abstract

This paper investigates the problem of presenting anomalies in a multidimensional
data set. In such a data set, some dimensions may be merely descriptive, while
others represent measures and attribute values used to determine whether the data
is anomalous. A data cube of the descriptive dimensions is used as a data structure
to partition the data set into subgroups at each node, or context. It is shown that it is
possible for a datum to be anomalous in more than one context. Previous work has
dealt with this problem by embedding exception indicators in the data cube. Since
the data cube is potentially large and anomalies are rare, searching for anomalies
is inconvenient. Instead, it is proposed to construct a report for each anomaly that
shows its status in each possible context. This results in a direct presentation of
anomalous data.
Keywords: anomalies, outliers, exception indicators, data cubes, decision support,
discovery-driven exploration, knowledge management.

1 Introduction

Transaction processing systems generate high volumes of data, often including
descriptive details of the transaction. Transaction records are thus multidimen-
sional, with each dimension possibly contributing to useful information that may
be discovered on analysis. An important task of transaction data set analysis is to
uncover and investigate anomalies. Applications include data cleansing by remov-
ing outliers in preparation for data mining activities (Han and Kamber [1]), and
fraud detection (Zakai and Akira [10]).

There have been many algorithms developed to find anomalies (or outliers) in
multidimensional space (Knorr and Ng [6], Ramaswamy et al. [8], Ceglar et al. [4],
Chaudhary et al. [3]). Of particular relevance to this paper is the approach of
Aggrawal and Yu [2] which searches for anomalies, not just in the full dimensional
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space, but also in subdimensional spaces (or projections). Sarawagi et al. [9] devel-
oped a data cube model with cells annotated with exception indicators to guide
users to the discovery of anomalies. Li and Han [7] also used the data cube concept
in an algorithm to find anomalies in time series data. A data cube (Gray et al. [5])
is a lattice of summarization tables of different combinations of dimensions and at
different levels of detail.

In this paper, a reporting method for anomalies in multidimensional transaction
records is proposed. It uses the data cube framework as a means of partitioning the
data set into subgroups, or contexts. It is shown that a record may be anomalous in
more than one context, and that data cube cells (representing subgroups of trans-
actions) may be anomalous in higher-level contexts. Since data cubes may be very
large and anomalies very rare, our presentation of anomalies to users is indepen-
dent of the summarization table presentation, while still retaining the hierarchical
information inherent in the data cube structure.

2 Multidimensional data and data cubes

Transaction records can be represented in the form of a table, with each row indi-
cating the attribute values of each record. An example is shown in Figure 1, where
records indicate sales amounts and number of items bought, as well as information
about the place and day of purchase, and the buyer. These records may be said
to have seven dimensions, since attribute values are recorded for each of seven
different attributes, or column headings.

The data cube is constructed using dimensions that are of interest to the user.
There are 2n nodes (or cuboids) in the data cube, where n is the number of dimen-
sions chosen. To illustrate using the example of Figure 1, a data cube using the
dimensions Branch, DayofWeek, Gender and Member, is shown in Figure 2.

Each node of the data cube represents a table of aggregate values. Aggregations
can involve operators such as sum, count, minimum and maximum, and these
are chosen by the user. Each table will contain a row (or cell) for each possible
combination of attribute values. A table can be described using the SQL Group By
operator. For example, if the original table of Figure 1 is called t1, then the table
BranchDayofWeek (BD in Figure 2) would be defined as:

create table BranchDayofWeek
select Branch, DayofWeek,
sum(Amount) as Sum, count(Amount) as Count
from t1 group by Branch, DayofWeek;

Assuming that Branch has only two valid values, armidale and guyra, and
that DayofWeek has seven, then there will be fourteen rows in the table, as illus-
trated in Figure 3. The Apex table is a one row aggregation of all the transactions
in the data set.
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DayofWeek Gender Member Amount ItemsBranch

tuesday female no 60 2

TID

T1
T2 armidale tuesday female 50 1
T3 guyra wednesday male yes 70 2
... ... ... ... ... ... ...

armidale
no

Figure 1: Transaction records with multidimensions.

A cell can be uniquely referenced using a vector notation. For example,

(armidale, monday, ∗, ∗)

is the first cell of the cuboid BranchDayofWeek. The ∗ symbols indicate that
dimensions Gender and Member are not specified.

Clearly, each transaction record will belong to one cell in each cuboid. For
example, T1 from Figure 1 belongs to:

(armidale, tuesday, female, no) in BranchDayofWeekGenderMember,
(armidale, tuesday, female, ∗) in BranchDayofWeekGender, and
(armidale, tuesday, ∗, ∗) in BranchDayofWeek.
Each cuboid represents a context in which the transaction data set is partitioned

into different subgroups.

Legend:

B    Branch
D    DayofWeek
G    Gender
M    Member

BDG DGMBGMBDM

BDGM

BD

Apex

B D MG

GMDMDGBMBG

Figure 2: Data cube.
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Branch DayofWeek

armidale monday

tuesday

sunday

guyra monday

...

...

Sum Count

Figure 3: Table Branch DayofWeek.

3 Anomalies in data cube contexts

3.1 Anomalous Transactions

The simple data set example in Figure 4 is used to show that a transaction may be
anomalous in more than one context. It has just two dimensions (A and B) used to
form the data cube. And only one dimension (m) used to calculate whether or not
the transaction is an anomaly. In this simple example, a transaction is defined to be
an anomaly in a subgroup if its absolute distance from the mean is more than 1.5
standard deviations. That is

|MEAN − m| − 1.5 × STD

The data cube is thus just four tables. They are shown in Figure 5.

TID A m

D1
D2
D3
D4
D5
D6
D7
D8
D9
D10

a1
a1
a1
a1
a2
a2
a2
a2
a2
a3

b1
b1
b1
b1
b1
b2
b2
b2
b2
b2

40
50
55
80
60
80
80
55
70
90

B

Figure 4: Transaction data set.
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AB A B count sum m MEAN STD

a1
a1
a2
a2
a3
a3

b1
b2
b1
b2
b1
b2

4
0
1
4
0
1

225
0
60
285
0
90

0
60.0
71.3
0
90

14.7
0
0
10.2
0
0

A A B count sum m MEAN STD

a1
a2
a3

*
*
*

4
5

225
345
60

56.3
69.0
60.0

14.7
10.2
01

* b2 5 375 75.0 11.8

Apex A B count sum m MEAN STD

* * 10 660 66.0 15.5

B A B count sum m MEAN STD

* b1 5 285 57.0 13.3

56.3

Figure 5: Transaction data cube.

TID AB A

D1
D4
D8
D10

1.6
0.9

−5.8

−1.3

ApexB

−2.9

−2.7
−12.2

Context

0.8

−9.2
2.8

3.1
2.3

1.6

00

−5.8

Figure 6: Transaction anomalies by contexts.

In a real-world transaction data set, the data cube would be large and anomalies
rare. A concise presentation of anomalies in the contexts defined by the data cube
is a table of anomalous transactions by contexts (cuboids). For the example data
set of Figure 4, the anomaly table is shown in Figure 6, where a positive num-
ber indicates an anomaly. It should be noted that some subgroups have too few
transactions to have anomalies under this definition.
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AB

A B

Apex
2.8

D1

AB

A B

Apex

D4

1.6

3.11.6

AB

A B

Apex

D8

0.9

2.3

AB

A B

Apex
0.8

D10

Figure 7: Anomaly lattices.

3.2 Anomalous subgroups

It is also possible that cells, or subgroups of transactions might be identified as
anomalous. For example, a low, or zero count for a subgroup for sales in a partic-
ular day. It is for this reason that a detection algorithm that considers projections,
as well as the full dimensional space, is desirable. Cells are also parts of higher
subgroups in the data cube, and thus, can also be anomalous in contexts. This may
be represented in tables in a similar way to that of Figure 6.

4 Lattice representation

Tables such as Figure 6 are a concise, textual way of presenting information about
anomalies in different contexts. The contexts are derived from the data cube. A
graphical way of presenting the same information is to use the data cube lattice,
annotated with the anomaly measure. This is illustrated in Figure 7. Under the
example definition, transactions D1, D4, D8 and D10 are anomalies. D1 and D10
are anomalies only in the broadest context (the Apex). D4 and D8 are anomalies
in three and two contexts respectively.

5 Conclusions

The detection of anomalies in transaction data sets is important in many fields
of business, security and data mining. A data cube is a decision support tool that
is constructed using domain knowledge of data dimensions that are important in
describing the data. This paper uses the data cube structure to define contexts and
shows how individual transactions can be anomalous in different user-defined con-
texts. Anomaly tables and lattices are concise ways to present anomaly information
in multidimensional data sets.
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