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Abstract 

This paper has the objective of developing a methodology to store a great mass 
of semi-structured data and its later recovery, focusing on possible improvements 
and applications by text mining, uniting related articles from many specialties. 
The present work intends to contribute by way of supplying a strong 
methodology based on text mining algorithms, searching for a better automated 
analysis of documents by text classification and making it easy to store and 
acquire the relevant information in documents on the Web. 
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1 Introduction 

There are many texts available in electronic format nowadays. These texts are 
stored both on the Web and on companies’ intranets or agencies in different 
institutions. With these publications becoming available, the capacity to obtain 
an enormous quantity of information is growing quickly, but this does not mean 
that the capacity to read and analyze the information is increasing in the same 
way. These electronic texts are very usual today, and every second a new one is 
available to everyone. The continuous growth of available data necessitates new 
features to extract knowledge and information stored in memos, notices, articles, 
e-mail messages and Web pages [1,2]. With all of this material ready for use, and 
without the possibility of reading it all, the great problem is finding the data with 
which one is concerned. 
     The search for information is difficult and hard, such that the traditional 
methods of investigation return many replies. For example: a Google [3] search 
about “text mining” performed on 2007/02/20 returns over forty millions results. 
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It is necessary to find a way to obtain fewer responses for queries during the 
search of documents, with fewer documents with personal concerns. This means 
that a list of documents that can automatically determine the best results for the 
investigation must be created [4,5]. 
     One should also consider that the computational effort for the 
accomplishment of various related tasks is very large. This obstacle is solved by 
dividing the tasks into modules, so that the workload is distributed among 
several computers. 
     The context of a document is composed of the existing relationships (when, 
where and by whom it was written, in addition to the data for publication). Thus, 
a document will require a context, since a subject may not be relevant depending 
on the time of publication. Data written in some places may be more relevant 
than that written in other documents. Thus, for some applications, it can be very 
important to analyze the context of the document. 
     According to Tan [6], there is greater potential in the use of Text Mining than 
the use of Data Mining. “... 80% of information of a company is stored in text 
documents.” 
     Currently, the automation of processes has been growing in all areas, not only 
in relation to Information Technology, and is taken as natural, inevitable and 
desirable, or a symbol of modernity. There is no denying that applications 
generate direct impacts at the social level, which arouses the attention of many 
researchers. This attention has significance and contributes to the understanding 
of automation [6]. 
     The Internet is a great source of data, easily available to any user, providing 
the most varied subjects. However, the data are analyzed through the comparison 
of keywords, indexed in databases, by powerful servers within search engines. 
These data do not include the intangible value of a search, but only the pure and 
simple occurrence of a specific word in the content of the files to search. 
     The automation of a process is the use of technology to simplify, reduce or 
eliminate human intervention in this process, or to make it automatic. The 
observed trend can be justified by the need to reduce the quantity of documents 
to read in order to obtain a smaller number of occurrences that are of greater 
interest. 
     This research project will be able to automate the search for relevant 
documents, using the techniques summarized below. The main application is to 
continuously classify the new scientific papers that were published in the context 
of international publications according to the interest of the researchers from the 
Coppe/Federal University of Rio de Janeiro. In this way, for example, those 300 
researchers will receive weekly the top 10 newer published papers closest to the 
scientific pattern of their work. 

2 Text Mining 

Text Mining (also known as Text Data Mining and knowledge discovery in text 
databases), refers to the process of extracting interesting and non-trivial process 
of patterns from the text documents with unstructured data. It is also seen as an 
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extension of Data Mining; the extraction of knowledge in structured databases 
[6]. Currently with the tasks of Data Mining consolidated, many efforts are being 
applied to the area of Text Mining. 
     Unlike the techniques of Data Mining, Text Mining techniques are designed 
to make searches on non-structured or semi-structured data, and are not yet 
consolidated or are not as efficient as those of Data Mining. Text Mining, 
however, involves much more complex tasks than those of Data Mining [6]. 
Many solutions have been proposed for the clustering, summarization and 
categorization of documents in order to facilitate the information. 

2.1 Data preparation 

2.1.1 Case folding 
This is a process used to speed up the comparisons to be made in the preparation 
of data in Text Mining. It aims to convert all the characters in the same way, all 
uppercase or all lowercase. 

2.1.2 Stopwords 
One of the important points of data preparation is to eliminate words that have 
no representation in the text. These words, commonly used with high incidence, 
should not be used to represent differences or similarities between documents, 
since they are very common. The semantic content of words is insignificant, and 
is not relevant to the analysis of documents. When these words are removed 
from the index, storage space is reduced and performance is improved during the 
task of Text Mining. A basic list of words can be used to form a list of 
stopwords, called a stoplist, to improve the task of Text Mining. A set of 138 
words considered universal for the English form was used as a stoplist in the data 
preparation [8]. 
     Most of these words are conjunctions, prepositions and pronouns that 
contribute little to the formation of the index [8]. According to the specialty of 
the text, other lists can be created that are more appropriate, but in this case, the 
documents to be worked are distinct genera. 
     Another set of words (such as: http, web, etc.) may be included to in the 
defined stoplist to also take into account Web documents. These words also 
slightly contribute to the formation of the index. 

2.1.3 Stemming 
It is the task of the merger or combination to equal morphological variants of 
texts, which is described below [9–11]. 
     The stemming process aims to reduce the radical (root), so that different 
words with the same meaning are not counted as separate words. The radical is a 
word used in a query and the answers may bring documents not relevant to the 
context required. It turns out that a variant of that word can be found in other 
documents with higher relevance. Thus, the query can be more efficient when 
working with the radicals of the words instead of the original word. The same 
word can have, among others, variations such as plurals, gerund forms of 
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suffixes and prefixes [9,10,12,13]. The technique is then to remove the suffixes 
and prefixes, so that the same words with similar meanings have radicals [14,15]. 
     The stemming process is dependent on the language, and rules should be 
adapted for different that languages exist, i.e., the algorithms must have modified 
their rules in order to meet a certain language. For English we can identify the 
words cats, catlike and catty as the radical cat. The first publication on the 
subject appeared in 1968 in the work of Julie Beth Lovins. In 1979 the stemming 
algorithm [17] was published, which was the basis for the creation of the 
widespread stemming algorithm, the Porter algorithm [18]. There are currently 
several stemming algorithms available. 

3 Classification data 

The KNN or K Nearest Neighbors classification algorithm is considered a very 
simple method and is based on the identification of groups of data with similar 
characteristics to its further assembly. This method uses the concept of distance 
between samples. For each sample a vector is created (line) containing several 
variables (columns). The similarity is measured by calculating the distances 
between samples. 
     The calculation of the distance between the unknown to known samples can 
be done by any of the following methods [19–21]: 

- Manhattan Distance 
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- Euclidean Distance 
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The value of K indicates the number of nearest neighbors that will be used to 
identify a new sample for all samples. Thus, the more samples of a given class 
are close to the unknown, the greater the probability that this sample belongs to 
that particular class. The most used is Euclidean distance. Figure 1 gives the 
algorithm of the method of KNN classification [19,21]. 
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Begin  
   Read the n samples of known classes (ac) 
   Read a sample of unknown class (ad)  
  i  1 
  Repeat    
     Calculate the distance ad for aci 

               Distance vector  distance and class of aci 

     i  1 + 1 
  Until (calculating all distances, ie, i > n); 

   Sort the vector of distances for the values of 
distances 

    Select the first K elements of the vector of distances 
   i  1 
   Repeat    
     Compute µi (x)  
     i  1 + 1 
  Until (calculate all K samples, ie, i> K); 

End. 

Figure 1: KNN classification method. 

4 System architecture 

The system is started by access to a Web application. Accreditation is requested 
from the system and a login is obtained. With this login, a profile is created by 
including the summary of one’s interest. This profile will be used for publication 
classifications available considering only the summaries. In this way the ranked 
list of relevant publications is created. The system is responsible for making the 
classification, generating the list, and refreshing the page and the user's query, 
where this is made necessary, automatically. 
     The application will be responsible for seeking the documents through the 
portal of CAPES (Coordination of Graduated Programs in Brazil that includes a 
very complete list of periodicals and journals) in two different ways: automatic 
and manual. The automatic form that is the main objective of this project is used 
for new publications available.  
     The application was divided into three different modules: the search for 
information on the Internet, the preparation and storage of semi-structured data, 
and building the list of documents. 

4.1 The search module 

A major problem is the search for documents via the Internet. These documents 
are usually stored in different locations and take much time to search. The search 
will access a database containing the main sites for the search of the 
publications, which will be automatically found and the files will be running 
constantly, always looking for new publications that are included in the CAPES 
portal. This tool consists of an Internet browser equipped to access a database 
containing the local search, to make access to these places and obtain the 
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contents of the document; it does not need to be read and its contents will be 
stored on the server machine. 
     The application will allow separate documents to be inserted; they are simply 
stored in the storage area and are registered in the database. Information such as 
date of incorporation and place of origin is part of the context of the document. 
There will also be the ability to include new local searches by adding new 
locations based on periodical publications. Figure 2 shows an example of the 
Web Browser Status Screen. 
 

 

Figure 2: Search module Web browser – status screen. 

4.2 The preparation module 

The module is a tool for Text Mining, which is able to monitor the storage space 
of documents supplied by the search module. Its main functions are the 
identification of new files available and the preparation of data for further 
processing by the Research Module. This phase aims to increase the processing 
speed, since each user will have a different search and does not need to prepare 
the data as they will already be ready. A document that reaches the main server 
will be stored in a directory. All documents received will be submitted to the 
stage of preparing the data, which will be divided into three different tasks. 
Before the first task, the text that was stored in the directory will be transferred 
for arrival to a working directory. In the working directory, the text is then 
submitted to an algorithm capable of extracting relevant words and eliminating 
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any type of data that do not form words. The result is an XML document 
containing the list of words, with no duplication, but it is possible to know the 
number of occurrences of each word in the text. The document generated is 
stored in the database, with information on the date of acquisition, the source of 
publication, the location of the original document and a status of reading. The 
result of the preparation is stored in another directory, which will be available to 
perform the search for the next module. 
     The following tasks are performed: 

• folding Case - all the letters of all words are transformed to capital 
letters;  

• stopwords - the resulting text is submitted to the algorithm, which is 
able to extract the words, removing any kind of data that do not form 
words, and remove all words that are in the list of stopwords and words 
that are irrelevant to the context.  

• Stemming – the final task is the preparation of the data, which is the 
task of stemming the document using the Porter stemming algorithm 
[22]. 

4.3 The research module 

After preparation, the XML file created contains the events that have 
significance for the classification and quantity of their occurrences. This 
facilitates the construction of vectors for classification (composed of the 
quantities of occurrences found) that will be compared with the vector created 
from the profile the user created during the registration system through the 
technique of classification by KNN. The Browser Module is responsible for 
processing and creating a final list of publications of greater relevance to the 
user. The list can be parameterized in order to better serve the needs of the user. 
The main items to be configured are: 

1. number of documents in the list of publications of major 
significance;  

2. if the application will check in all the publications stored or 
whether the user will select those considered to be most important;  

3. period of search for documents by date of purchase, specifying free 
period for the beginning and end, or from when and to. 

The list is also adjustable on the removal of documents that have already been 
read; it is easy to find the same as the user can directly access the publication of 
interest via a link. 

5 Conclusion 

The methodology will provide the means to organize and automate the tasks of 
research in journals to the user, considerably increasing production and enabling 
the maximization of time spent for this research. Its division into modules also 
supports distributed processing, the incorporation of new algorithms for 
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preparation or classification of their features, increased options-conditioning 
tasks and actions to be executed. The system is now undergoing evaluation, 
where small researcher groups are testing and sending comments about the 
performance and interest of the obtained results. 
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