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Abstract 

This paper describes a new approach for creating an optimal running curve of a 
train with the aim of minimizing total energy consumption, given the constraints 
of running time, limited motive force and limited train acceleration. A novel 
parameterization method of the running curve is proposed for mathematically 
demonstrating the relationship between the speed of the train and the position of 
the train. Then, the total energy consumption and the above constraints are 
formulated as functions depending on the parameters of the running curve. From 
this scenario, a constrained optimization problem is considered for minimizing 
the total energy consumption. After that, an effective method to obtain the 
solution of this optimization problem is presented. The effectiveness of the 
proposed approach is verified by computer simulations. 
Keywords: train operation, energy-saving, total energy consumption, optimal 
running curve, parameterization method, optimization. 

1 Introduction 

Railway transportation is facing increasing pressure to reduce its energy 
consumption due to increasing concerns for environment issues. Therefore, 
strategies in effectively using energy are becoming more important than before, 
and studies on train operation to reduce the total energy consumption are crucial. 
Since the running curve directly affects the total energy consumption, many 
researchers have considered how to obtain an optimal running curve so that this 
energy consumption is minimized. Those researches can be grouped into two 
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categories as coasting control and general control (e.g. Lu [1]). In coasting 
control, control algorithms are proposed to find appropriate coasting points at 
which the traction motors are completely switched off. For example, Genetic 
algorithm is implemented to search for these points (e.g. Chang and Sim [2]); 
and Artificial Neural Network is applied to search for optimal coasting speed to 
minimize the social cost (e.g. Chuang et al. [3]). Meanwhile, general control 
seeks for the optimal running curve by searching the train speed at various 
positions of all three modes of train operation (i.e. Powered, Coasting, and 
Braking modes). There are numerous algorithms used to obtain these optimal 
control sequences of train such as Pontryagin’s maximum principle (e.g. Liu and 
Golovitcher [4]), Genetic Algorithm (e.g. Liu and Li [5]), and Dynamic 
Programming (e.g. Ko et al. [6]). For those approaches, the optimal running 
curve is obtained by searching for the speed of train at various positions; 
furthermore, at each step of searching process, we have to solve nonlinear 
differential equation of train that is quite complicated, so those algorithms are in 
computational burden due to their generic nature. In this research, we suggest a 
new approach for searching an optimal running curve. Instead of finding speed 
of train at various discrete positions of train, we find mathematical functions to 
demonstrate speed-position relationship. With this approach, we do not need to 
solve that nonlinear differential equation. Besides, for passenger’s comfort, 
limited train acceleration is also considered. The effectiveness of the 
parameterization method is verified by computer simulation. 
      The remains of this paper are outlined as follows: Section 2 derives formula 
of the total energy consumption of train. Section 3 proposes a novel 
parameterization method of the running curve and a method to choose 
parameterization functions. Then, Section 4 establishes the general constrained 
optimization problem based on the parameterization method. Section 5 develops 
an effective method to solve the optimization problem stated above. Section 6 
presents simulation results. Section 7 presents our conclusions. 
 

2 Mathematical model of train operation 

2.1 Dynamic equations of the train 

The dynamic equation of the train follows Newton’s third law [6]: 
 

ቐ

ௗ௩

ௗ௧
ൌ

ଵ

ெ
ሾܨ௠ െ ሻݒ௠௘௖௛ሺܨ െ ܴሺݔ, ሻሿݒ

ௗ௫

ௗ௧
ൌ ݒ

                              (1) 

 

where, ݔ – position of the train; ݒ – speed of the train; 
ௗ௩

ௗ௧
 – acceleration of the 

train; ܯ – total mass of the train; ܨ௠  – motive force of the train; ܨ௠௘௖௛ሺݒሻ – 
mechanical braking force; ܴሺݔ, ሻݒ  – total resistances of train (ܴሺݔ, ሻݒ  is a 
function of ݔ and ݒ). 
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2.2 Energy equations of the train 

Powered Mode: 	ܨ௠ ൐ 0; ௠௘௖௛ܨ ൌ 0 

Powered energy: 	ܧ௔௖௖ ൌ
ଵ

ఎ
׬ ݐ݀ݒ௠ܨ

భ்
଴ ;  

Inverter energy loss: 	ܧ௔௖௖_௜௡௩ ൌ ቀ
ଵ

ఎ
െ 1ቁ׬ ݐ݀ݒ௠ܨ

భ்
଴ ;  

Resistance loss: 	ܧ௔௖௖_௥௘௦ ൌ ׬ ܴሺݔ, భ்ݐ݀ݒሻݒ
଴ . 

Where, ߟ is inverter efficiency; ଵܶ is time for Powered mode. 
 
Coasting Mode:  ܨ௠ ൌ 0; ௠௘௖௛ܨ ൌ 0 
No input energy is applied to the train. 

Resistance loss:  ܧ௖௢௔_௥௘௦ ൌ ׬ ܴሺݔ, మ்ݐ݀ݒሻݒ

భ்
 

ଶܶ െ ଵܶ is time for Coasting mode. 
 
Braking Mode:  ܨ ൏ 0; ௠ܨ ௠௘௖௛ ൒ 0 
Regenerative energy:  ܧ௥௘௚ ൌ െߟ ׬ ݐ݀ݒ௠ܨ

்

మ்
  

Mechanical braking energy: 	ܧ௠௘௖௛ ൌ ׬ ݐ݀ݒሻݒ௠௘௖௛ሺܨ
்

మ்
 

Energy inverter loss:  ܧௗ௘௖_௜௡௩ ൌ െሺ1 െ ׬ሻߟ ݐ݀ݒ௠ܨ
்

మ்
  

Resistance loss: 	ܧௗ௘௖_௥௘௦ ൌ ׬ ܴሺݔ, ݐ݀ݒሻݒ
்

మ்
; where, ܶ is the running time.  

 

     We can mathematically prove that: 
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ௗ
଴ ቁ            (2) 

 

where, ݀ଵ, ݀ଶ , and ݀  are respectively notch-off speed position, coasting-off 
position, and distance between two stations. 

3 A novel parameterization method of running curve 

3.1 Parameterization of running curve 

As stated above, the operation of train is described by a Running Curve 
including three modes: (1) Powered mode, (2) Coasting mode, and (3) Braking 
mode. If we assume that each of the modes can be modelled by a function 
relationship, we have three functions to demonstrate the three modes: 
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Table 1:  Parameterization of running curve. 

Mode Function No. 

 Powered   	ݒ ൌ ,ଵ࢖ଵሺݕ ,ሻݔ ሺ0 ൑ ݔ ൑ ݀ଵሻ (3.1) 

 Coasting     	ݒ ൌ ,ଶ࢖ଶሺݕ ,ሻݔ ሺ݀ଵ ൑ ݔ ൑ ݀ଶሻ (3.2) 

 Braking  	ݒ ൌ ,ଷ࢖ଷሺݕ ,ሻݔ ሺ݀ଶ ൑ ݔ ൑ ݀ሻ (3.3) 

 

where, functions ݕଵ ଶݕ , , and ݕଷ : ܴ → ܴ  are assumed to be continuous and 
differentiable in the ranges of ሾ0; ݀ଵሿ, ሾ݀ଵ; ݀ଶሿ, and ሾ݀ଶ; ݀ሿ, respectively. The row 
vectors ࢖ଵ, ,ଶ࢖ ,ଵݕ ଷ are respectively parameters of the functions࢖ ,ଶݕ  ଷ. In otherݕ
words, the running curve can be parameterized by ݀ଵ, ݀ଶ and ࢖ଵ, ,ଶ࢖  .ଷ࢖

3.2 Choosing parameterization functions 

We always have: 	ܽ ൌ
ௗ௩

ௗ௧
ൌ ݒ

డ௩

డ௫
→ ݒ݀ݒ ൌ ݔ݀ܽ →

௩మ

ଶ
ൌ  If we assume that .ݔ݀ܽ׬

Acceleration-Position of Train can be described: ܽ ൌ ܽሺݔሻ , and let  
ሻݔሺܣ ൌ  ሻ, Speed-Position relationship ofݔbe the primitive function of ܽሺ ݔ݀ܽ׬

Train can be described:  ݒሺݔሻ ൌ ඥ2ܣሺݔሻ. In practical train operation, there are 
several general shapes of ܽሺݔሻ; for example, some general shapes of ܽሺݔሻ can 
be: 
 

ܽሺݔሻ ൌ ଴ܥ ൅ ݔ√ଵܥ ൅ ݔ√ଶܥ
య ൅⋯                               (3.4) 

 

ܽሺݔሻ ൌ ଴ܥ ൅
஼భ
௫
൅

஼మ
௫మ
൅ ⋯                                      (3.5) 

 
ܽሺݔሻ ൌ ଴ܥ ൅ ݔଵܥ ൅ ଶݔଶܥ ൅⋯																																				 (3.6) 

 
where, ܥ଴, ,ଵܥ ଶܥ  are coefficients of these functions. Thus, we can choose 
appropriate functions for demonstrating the running curve based on functions 
derived as below (here, ܥ ൌ  :(ݐݏ݊݋ܿ
 

ሻݔሺݒ ൌ ට2ቀܥ ൅ ݔ଴ܥ ൅
ଶ஼భ
ଷ
ݔ
య
మ ൅

ଷ஼భ
ସ
ݔ
ర
య ൅ ⋯ቁ                         (3.7) 

 

ሻݔሺݒ ൌ ට2ቀܥ ൅ ݔ଴ܥ ൅ ଵܥ logሺݔሻ െ
஼మ
௫
൅ ⋯ቁ                         (3.8) 

 

ሻݔሺݒ ൌ ට2ቀܥ ൅ ݔ଴ܥ ൅
஼భ
ଶ
ଶݔ ൅

஼మ
ଷ
ଷݔ ൅ ⋯ቁ                           (3.9) 
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4 Optimization problem based on parameterization method 
for finding optimal running curve 

4.1 Energy consumption: cost function  

From eqn (1), 
 

ݐ௠݀ܨ ൌ ݐሻ݀ݒ௠௘௖௛ሺܨ ൅ ܴሺݔ, ݐሻ݀ݒ ൅  (4.1)                      ݒ݀ܯ
 
					Since	ܨ௠௘௖௛ ൌ 0  in the range ሾ0; ଵܶሿ , multiply both sides by ݒ , then get 
integrals: 
 

׬ ݐ݀ݒ௠ܨ
భ்

଴ ൌ ׬ ܴሺݔ, భ்ݐ݀ݒሻݒ
଴ ൅ ׬ ݒ݀ݒܯ

௩ሺ భ்ሻ

௩ሺ଴ሻ ൌ ׬ ܴሺݔ, ݔሻ݀ݒ
ௗభ
଴ ൅ ܯ

௩భ
మ

ଶ
    (4.2) 

 

     Substitute eqn (3.1) into eqn (4.2), we get: 

 

׬ ݐ݀ݒ௠ܨ
భ்

଴ ൌ ׬ ܴ൫ݔ, ,ଵ࢖ଵሺݕ ݔሻ൯݀ݔ
ௗభ
଴ ൅ ܯ

ሾ௬భሺ࢖భ,ௗభሻሿమ

ଶ
                  (4.3) 

 

     On the other hand,  

 

׬ ܴሺݔ, ݔሻ݀ݒ
ௗ
଴ ൌ ׬ ܴሺݔ, ݔሻ݀ݒ

ௗభ
଴ ൅ ׬ ܴሺݔ, ݔሻ݀ݒ

ௗమ
ௗభ

൅ ׬ ܴሺݔ, ݔሻ݀ݒ
ௗ
ௗమ

     (4.4) 

 

     Substitute eqn (3.1), eqn (3.2), and eqn (3.3) into eqn (4.4), then we get: 

 

න ݐ݀ݒሻݒ௠௘௖௛ሺܨ
்

మ்

൅ න ܴሺݔ, ݔሻ݀ݒ
ௗ

଴
ൌ න ,ଷ࢖ଷሺݕ௠௘௖௛൫ܨ ݔሻ൯݀ݔ

ௗ

ௗమ

൅ 

׬ ܴ൫ݔ, ,ଵ࢖ଵሺݕ ݔሻ൯݀ݔ
ௗభ
଴ ൅ ׬ ܴ൫ݔ, ,ଶ࢖ଶሺݕ ݔሻ൯݀ݔ

ௗమ
ௗభ

൅ ׬ ܴ൫ݔ, ,ଷ࢖ଷሺݕ ݔሻ൯݀ݔ
ௗ
ௗమ

  (4.5) 

 

     From eqn (2), eqn (4.3), and eqn (4.5), we can state that the total energy 
consumption ܧ௧௢௧௔௟ is a function of 	݀ଵ, ݀ଶ, and ࢖ଵ, ࢖ଶ, ࢖ଷ as follows: 
 

௧௢௧௔௟ܧ ൌ ݂ሺ݀ଵ, ݀ଶ, ,ଵ࢖ ,ଶ࢖  ଷሻ                                    (4.6)࢖

4.2 Equality constraints 

4.2.1 Constraint of running time 

We always get: 		ݒ ൌ
ௗ௫

ௗ௧
→ ݐ݀ ൌ

ௗ௫

௩
. Integral both sides in the time range ሾ0; 	ܶሿ: 
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ܶ ൌ න ݐ݀
்

଴
ൌ න

ݔ݀
ݒ

௫ሺ భ்ሻ

଴
൅ න

ݔ݀
ݒ

௫ሺ మ்ሻ

௫ሺ భ்ሻ
൅ න

ݔ݀
ݒ

௫ሺ்ሻ

௫ሺ మ்ሻ
ൌ න
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ݒ

ௗభ

଴
൅ න

ݔ݀
ݒ

ௗమ

ௗభ

൅ න
ݔ݀
ݒ

ௗ

ௗమ

 

ൌ න
ݔ݀

,1࢖1൫ݕ ൯ݔ

݀1

0
൅ න

ݔ݀
,2࢖2൫ݕ ൯ݔ

݀2

݀1
൅ න

ݔ݀
,3࢖3൫ݕ ൯ݔ

݀

݀2
  (4.7) 

 

4.2.2 Boundary constraints of parameterization functions 

Because the speed of the train is continuous through each of the modes, we get: 

 

ଵݒ ൌ ൫ݕଵሺ࢖ଵ, ሻ൯௫ୀௗభݔ
ൌ ൫ݕଶሺ࢖ଶ, ሻ൯௫ୀௗభݔ

																											  (4.8) 

ଶݒ ൌ ൫ݕଶሺ࢖ଶ, ሻ൯௫ୀௗమݔ
ൌ ൫ݕଷሺ࢖ଷ, ሻ൯௫ୀௗమݔ

																													(4.9) 

ሺ0ሻݒ ൌ ൫ݕଵሺ࢖ଵ, ሻ൯௫ୀ଴ݔ ൌ 0; ሺ݀ሻݒ ൌ ൫ݕଷሺ࢖ଷ, ሻ൯௫ୀௗݔ ൌ 0											(4.10) 
 

     From eqn (4.7), eqn (4.8), eqn (4.9), and eqn (4.10), we arrange all of 
equalities:  
 

,ሺ݀ଵࡴ ݀ଶ, ,ଵ࢖ ,ଶ࢖ ଷሻ࢖ 	ൌ 	૙                                     (4.11) 

4.3 Inequality constraints 

4.3.1 Constraint of Input Motive Force 
From eqn (1), we can obtain: 
 

௠ܨ ൌ ሻݒ௠௘௖௛ሺܨ ൅ݒܯ
డ௩

డ௫
൅ ܴሺݔ,  ሻ                              (4.12)ݒ

 

     Since Input Motive Force is limited by ܨ௟௜௠௜௧ሺݒሻ, we get: 

 

|௠ܨ| ൌ ቚܨ௠௘௖௛ሺݒሻ ൅ ݒܯ
డ௩

డ௫
൅ ܴሺݔ, ሻቚݒ ൑  ሻ|           (4.13)ݒ௟௜௠௜௧ሺܨ|

 

4.3.2 Constraint of acceleration and speed of train 

We always have:  ܽ ൌ
ௗ௩

ௗ௧
ൌ ݒ

డ௩

డ௫
. Since acceleration and speed of train are 

respectively limited by 	ܽ௟௜௠௜௧ and ݒ௟௜௠௜௧, we get: 

 

ݒ ൑ |ܽ|	;௟௜௠௜௧ݒ ൌ ቚݒ
డ௩

డ௫
ቚ ൑ ܽ௟௜௠௜௧                              (4.14) 
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     If we sample several points of eqn (4.13) and eqn (4.14) in the range of ሾ0; 	݀ሿ, 
we obtain inequalities that can be arranged as follows: 
 

,ሺ݀ଵࡳ ݀ଶ, ,ଵ࢖ ,ଶ࢖ ଷሻ࢖ ൑ 	૙                                      (4.15) 
 

     From eqn (4.6), eqn (4.11), and eqn (4.15), we obtain the optimization 
problem:  

 

Cost function: ݈ܽݐ݋ݐܧ ൌ ݂ሺ࢞ሻ 

(4.16) 
Equalities: ࡴሺ࢞ሻ ൌ ૙ 

Inequalities: ࡳሺ࢞ሻ ൑ ૙ 

Variables: ࢞ ൌ ሺ݀ଵ, ݀ଶ, ,ଵ࢖ ,ଶ࢖  ଷሻ்࢖

5 An effective optimization algorithm for general 
optimization problems 

For solving the constrained optimization problem eqns (4.16), this optimization 
problem is transformed to the unconstrained optimization problem. Augmented 
Lagrange algorithm should be used (e.g. Berhe [7]),  so the latter objective  
function is: 
 

 
,ሺ࢞ܨ ࢛, ࢜ሻ ൌ ݂ሺ࢞ሻ ൅ ߤ ∑ ቀ݉ܽݔ ቄ ௜݃ሺ࢞ሻ ൅

௨೔
ଶఓ
, 0ቅቁ

ଶ
௠
௜ୀଵ െ ∑ ௨೔

మ

ସఓ
௠
௜ୀଵ ൅

∑ ௝ݒ ௝݄ሺ࢞ሻ
௣
௝ୀଵ ൅ ߤ ∑ ௝݄

ଶሺ࢞ሻ௣
௝ୀଵ   (5.1) 

 
where, ߤ is the penalty coefficient ሺߤ ൐ 0ሻ; ݑ and ݒ are respectively Lagrange 
multipliers of ܩሺݔሻ and ܪሺݔሻ. Vectors: 	ݔ, ,ݑ ,ݒ  :are expanded as below ܪ and ܩ

 

࢞ ൌ ቎

ଵݔ
ଶݔ
⋮
௡ݔ

቏ ; ࢛ ൌ ቎

ଵݑ
ଶݑ
⋮
௠ݑ

቏ ; ࢜ ൌ ቎

ଵݒ
ଶݒ
⋮
௣ݒ

቏ ; ሺ࢞ሻࡳ ൌ ൦

ଵ݃ሺ࢞ሻ
݃ଶሺ࢞ሻ
⋮

݃௠ሺ࢞ሻ

൪ ሺ࢞ሻࡴ; ൌ ൦

݄ଵሺ࢞ሻ
݄ଶሺ࢞ሻ
⋮

݄௣ሺ࢞ሻ

൪ (5.2) 

 
     A function ܸܮܱܫሺݔሻ  is defined as a measure of constraint violations as 
bellow:  
 

ሺ࢞ሻܮܱܫܸ  ൌ ൛ݔܽ݉ ௜݃ሺ࢞ሻ, ห ௝݄ሺ࢞ሻห: ݅ ൌ 1,2, … ,݉; ݆ ൌ 1,2, … , ൟ݌  (5.3) 

 
     Augmented Lagrange algorithm is described in Figure 1. 
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Figure 1: Augmented Lagrange algorithm. 

     As stated in Figure 1, the subprogram: ݉݅݊݅݉݅݁ݖ	ሼ࣠ሺ࢞ሻ ൌ ,ሺ࢞ܨ ࢛, ࢜ሻ:	࢞ ∈
ܴ௡ሽ needs calling at each iterative step of ݇. In general, an iterative-optimization 
process to find the optimal point of this problem follows the below equation: 
 

 ࢞௟ାଵ ൌ ࢞௟ ൅ ;௟ାଵ࢙௟ାଵߙ ݈ ൌ 0, 1, 2, … (5.4) 
 

     In each iterative step, the moving direction (࢙௟ାଵ ∈ ܴ௡ሻ and the moving step 
௟ାଵߙ) ∈ ܴሻ are appropriately determined in order to guarantee convergence of 
the algorithm and its convergence speed. For calculating these values, the 
method of “Cleft-overstep” by perpendicular direction should be used  
(e.g. Nguyen and Bui [8]).    

A) The moving direction ࢙௟ାଵ 

The moving direction ࢙௟ାଵ is calculated by a linear combination of latest inverse-
gradient direction vectors of as below: 
 

 ࢙݈൅1 ൌ ∑ ݎെ݅൅1݈ࢺ݅ߠ
݅ൌ1 , ݎ ൑ ݊    (5.5) 

 

࢞௞ାଵ ൌ ,ሺ࢞ࡲሼ݁ݖሼ݉݅݊݅݉݅݃ݎܽ ࢛, ࢜ሻሽ: ࢞ ∈ ܴ௡ሽ 
Subprogram: 

No

Yes

Yes

ߤ ൌ ߤ10

No

Yes
No 

௜ݑ ൌ ௜ݑ ൅ ߤሼ2ݔܽ݉ ௜݃ሺ࢞௞ାଵሻ, െݑ௜ሽ; ݅ ൌ 1,2, … ,݉
௝ݒ ൌ ௝ݒ ൅ ߤ2 ௝݄ሺ࢞௞ାଵሻ; ݆ ൌ 1,2, … ,  ݌

݇ ൌ ݇ ൅ 1  

݇ ൏ ݇௠௔௫

End

ሺ࢞௞ାଵሻܮܱܫܸ
൏ ሺ࢞௞ሻܮܱܫ0.25ܸ

݇ ൌ 0;	݇௠௔௫ ൌ 100; ߝ ൌ 1݁ െ 6; ሺ࢞଴ሻܮܱܫܸ ൌ ∞; 
 ࢞௞ ൌ ࢞଴; ࢛ ൌ ૙; ࢜ ൌ ૙  

ሺ࢞௞ାଵሻܮܱܫܸ ൏ ߝ

Start
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where, ߠ௜ ∈ ܴ  is unknown coefficient satisfying the condition: ∑ ௜ߠ
௥
௜ୀଵ ൌ 1 ; 

௟ି௜ାଵࢺ ൌ െ݃࣠݀ܽݎሺݔ௟ି௜ାଵሻ ൫࣠ሺ࢞ሻ൯݀ܽݎ݃ ;  – the gradient vector of the 
optimization function ࣠ሺ࢞ሻ; ݎ is the number of the latest gradient vectors stored 
in optimization process. 
     Since the moving direction ݏ௟ାଵ is chosen so that the vector ݏ௟ାଵ is orthogonal 
with ሺݎ െ 1ሻ  vectors of ࢺ௟ െ ,௟ିଵࢺ ௟ିଵࢺ െ …,௟ିଶࢺ , ௟ି௥ାଶࢺ െ ௟ି௥ାଵࢺ , the 
following conditions is satisfied: 
 

 〈࢙݈൅1, െ݆൅1݈ࢺ െ 〈െ݆݈ࢺ ൌ 0; ݆ ൌ 1,2,… , ݎ െ 1  (5.6) 
 

where, 〈ࢇ,  .࢈ and ࢇ is denoted as the scalar product of two vectors 〈࢈
     Thus, the unknown parameters ߠ௜	ሺ݅ ൌ 1,2, … ,  ሻ can be obtained by solvingݎ
the following linear algebra equation: 
 

 
ቊ

∑ ݎ݅ߠ
݅ൌ1 ൌ 1

∑ ݎ݅ߠ
݅ൌ1 ,െ݅൅1݈ࢺ〉 െ݆൅1݈ࢺ െ 〈െ݆݈ࢺ ൌ 0; ݆ ൌ 1,2,… , ݎ െ 1  (5.7) 

 

     Hence, the moving direction ࢙௟ାଵ is completely determined. 

B) The Moving Step ߙ௟ାଵ 

In order to find ߙ௟ାଵ, let ߙ ൌ  :ߙ ௟ାଵ and consider a scalar function ofߙ
 

݄ሺߙሻ ൌ ࣠ሺ࢞௟ ൅ ;௟ାଵሻ࢙ߙ ߙ	 ൒ 0. 
 

     Since ࣠ሺ࢞ሻ:	࢞ ∈ ܴ௡  is continuously differentiable, ݄ሺߙሻ  is also a 
continuously differentiable function of ߙ ൒ 0.  
 

݄݀ሺߙሻ

ߙ݀
ൌ ቆ

߲࣠ሺ࢞௟ ൅ ௟ାଵሻ࢙ߙ

߲࢞
ቇ
்

࢙௟ାଵ ൌ ሺ࢞௟࣠ࢺ〉 ൅ ,௟ାଵሻ࢙ߙ ࢙௟ାଵ〉 

 

thus, 
 

ቀ
ௗ௛ሺఈሻ

ௗఈ
ቁ
ఈୀ଴

ൌ ,ሺ࢞௟ሻ࣠ࢺ〉 ࢙௟ାଵ〉 ൏ 0                                     (5.8) 

 

     Therefore,݄ሺߙሻ is monotonically decreasing function in vicinity of ߙ ൒ 0. If 
݂݅݊ሼ݄ሺߙሻ: ߙ ൐ 0ሽ exists, there also exits ߙ∗ satisfying:		ߙ∗ ൌ arg݉݅݊ሼ݄ሺߙሻ:	ߙ ൒
0ሽ; ߙ∗ is called the smallest moving step. 
     It should be noted that if the smallest moving step ߙ∗ is chosen instead of  
 ௦ା, the searching process can be trapped at the cleft before coming theߙ ௦ି orߙ
optimal point. However, choosing the moving step ߙ௦ି  or ߙ௦ା  ensures that  
the searching process runs parallel with the cleft in order to come the optimal 
point, as shown in Figure 2. 
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Figure 2: The Cleft-overstep principle. 

     The Cleft-overstep principle is to determine the moving step ߙ௦ା ൒ ∗ߙ  at 

each iteration step and satisfy: 	݄௦ା ൏ ݄଴, and 
ௗ௛ሺఈೞశሻ

ௗఈ
൐ 0, as shown in Figure 2. 

The reason of choosing ߙ௦ା  instead of ߙ௦ି  is that calculation of ߙ௦ା  is easier 

than that of ߙ௦ି by observing the change of the sign of 
ௗ௛ሺఈሻ

ௗఈ
 (e.g. Nguyen and 

Bui [8]).  

C) Numerical gradient calculation 

Because the function ࣠ሺ࢞ሻ is treated as a black box, ݃݀ܽݎ൫࣠ሺ࢞ሻ൯ only could be 

calculated approximately. For the approximation of  
డ࣠ሺ࢞ሻ

డ௫೔
; ሺ݅ ൌ 1,2, … , ݊ሻ, let 

yሺݔ௜ሻ ൌ ࣠ሺ࢞ሻ  is a function of ݔ௜ , and the five-point method for the first 
derivative should be used: 

 
డ࣠ሺ࢞ሻ

డ௫೔
ൎ ି୷ሺ௫೔ାଶ∆௫೔ሻା଼୷ሺ௫೔ା∆௫೔ሻି଼୷ሺ௫೔ି∆௫೔ሻା୷ሺ௫೔ିଶ∆௫೔ሻ

ଵଶ∆௫೔
            (5.9) 

 
     Because the parameters of running curve are in the very different ranges of 
value, it is crucial to choose a particular value for each of 	∆ݔ௜ሺ݅ ൌ 1,… , ݊ሻ.  
Here ∆ݔ௜ is chosen based a method in (e.g. Restrepo [9]).  
 

6 Simulation results 

The operation parameters of the train and the characteristics of the input motive 
force are given as Table 2 and Figure 3. 

݄ሺߙሻ 

݄଴ 

0 
 ௦ିߙ ௦ାߙ ∗ߙ ߙ

݄௦ି 

݄∗ 

݄௦ା 
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Table 2:  Operation parameters of train. 

Definition Symbol Value 

Total mass of train ܯ ሾtonሿ 291.32 

Distance ݀ ሾmሿ 2000 

Inverter efficiency 0.8336  ߟ 

Gradient ݅ ሾ0 00⁄ ሿ - 

Running time ܶ ሾsሿ  - 

Limit of Train Speed ௟௜௠௜௧ݒ ሾkm/hሿ 100 

Limit of Train 
Acceleration  ܽ௟௜௠௜௧ ሾ

km/h
s

ሿ - 

 
 

                                    

Figure 3: Characteristics of input motive force. 

6.1 Comparison of optimized running curves with different number of 
parameterization functions 

Simulations are carried out under the conditions: Gradient of uphill 0ሾ0 00⁄ ሿ; the 
desired running time 120ሾݏሿ; no limitation of train acceleration; and no use of 
mechanical brakes (that means ܨ௠௘௖௛ሺݒሻ ൌ 0 in all three modes of train). 
     With the method of choosing Parameterization functions of the running curve 
stated in Section 3.2, the constrained optimization problem is solved to find the 
parameters of these functions with 4 cases: Case 1: The number of parameters of 
running curves is 18; Case 2, 3, and 4: that number is respectively 24, 30, and 36. 
This means that we increase the order of parameterization functions to assess the 
results in each case. Optimized running curves and optimized energy 
consumption are obtained as Figure 4(a) and Figure 4(b), respectively. 
     From Figure 4(a), the yellow line, black line, and green line (number of 
parameters of each line is 24, 30, and 36, respectively) are very close to each 
other while magenta line (number of parameters is 18) is far from the other lines, 
which means that when the number of parameters increases, this optimized 
running curve gets close to a curve so-called the optimal running curve. 

௟௜௠௜௧ሾܰሿܨ

	ሾ݇݉/݄ሿ0ݒ

Powered 

Braking 
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 ሻݔଵሺݕ

ሻݔሺݒ

ൌ

ە
ۖ
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ۖ
ۓ

ඨ2൬݌ଵଵ
ሺଵሻݔ

ହ
ସ ൅ ଵଶ݌

ሺଵሻݔ
ସ
ଷ ൅ ଵଷ݌

ሺଵሻݔ
ଷ
ଶ ൅ ଵସ݌

ሺଵሻݔ൰ 																						݂݅	0 ൑ ݔ ൑ ݀ଵ
ሺଵሻ

ට2ቀ݌ଵଵ
ሺଶሻݔସ ൅ ଵଶ݌

ሺଶሻݔଷ ൅ ଵଷ݌
ሺଶሻݔଶ ൅ ଵସ݌

ሺଶሻݔ ൅ ଵହ݌
ሺଶሻቁ														݂݅	݀ଵ

ሺଵሻ ൑ ݔ ൑ ݀ଵ
ሺଶሻ

ඨ2൭
ଵଵ݌
ሺଷሻ

ݔ
൅ ଵଶ݌

ሺଷሻ logሺݔሻ ൅ ଵଷ݌
ሺଷሻݔ ൅ ଵସ݌

ሺଷሻ൱ 																									݂݅	݀ଵ
ሺଶሻ ൑ ݔ ൑ ݀ଵ

ሺଷሻ

ඨ2൭
ଵଵ݌
ሺସሻ

ݔ
൅ ଵଶ݌

ሺସሻ logሺݔሻ ൅ ଵଷ݌
ሺସሻݔ ൅ ଵସ݌

ሺସሻ൱ ݂݅ ݀ଵ
ሺଷሻ ൑ ݔ ൑ ݀ଵ

 

ଵ࢖ ൌ ቀ݌ଵଵ
ሺଵሻ ଵସ݌…

ሺଵሻ	݌ଵଵ
ሺଶሻ ଵହ݌…

ሺଶሻ ଵଵ݌
ሺଷሻ ଵସ݌…

ሺଷሻ ଵଵ݌
ሺସሻ ଵସ݌…

ሺସሻ ݀ଵ
ሺଵሻ …݀ଵ

ሺଷሻቁ 

 ሻݔଶሺݕ
ሻݔሺݒ ൌ ඥ2ሺ݌ଶଵݔଷ ൅ ଶݔଶଶ݌ ൅ ݔଶଷ݌ ൅ ଶସሻ݌ ݂݅ ݀ଵ ൑ ݔ ൑ ݀ଶ 

ଶ࢖ ൌ ሺ݌ଶଵ  ଶସሻ݌…

 ሻݔଷሺݕ
ሻݔሺݒ ൌ ඥ2ሺ݌ଷଵݔଷ ൅ ଶݔଷଶ݌ ൅ ݔଷଷ݌ ൅ ଷସሻ݌ ݂݅ ݀ଶ ൑ ݔ ൑ ݀ 

ଷ࢖ ൌ ሺ݌ଷଵ  ଷସሻ݌…

     From Figure 4(b), when the number of parameters increases, the optimized 
energy consumption decreases converges to the optimal energy consumption. 
     From Figure 4(a) and Figure 4(b), it is clearly seen that when the number of 
parameters increases (higher than 30), the optimized running curve and the 
optimized energy consumption do not change significantly, so the appropriate 
number of parameters should be 30 (Case 3). Therefore, we can obtain the 
parameterization functions of optimal running curve as Table 3. 

Table 3:  Appropriate parameterization functions of optimal running curve 
(Case 3: The number of parameters is 30, and  ݕଵሺݔሻ; ;ሻݔଶሺݕ  ሻݔଷሺݕ
are respectively parameterization functions for powered, coasting, 
and braking modes). 

 

6.2 Comparison of train operation at different running time 

In order to evaluate optimal train operation at different running time, we will 
find optimal running curve in each case of running time using Parameterization 
functions as stated in Table 3. Simulations are conducted under the same 
conditions as Section 6.1 except for: Gradient of uphill 2	ሾ0 00⁄ ሿ, and the different 
desired running time: 116; 118; 120; 122; 124; 126; 126; 130; 135; 140[s]. 
     Table 4 shows some simulation data including: actual running time ௔ܶ௖௧௨௔௟; 
the notch-off speed ݒଵ; the notch-off position ݀ଵ; the coasting-off speed ݒଶ; the 
coasting-off position ݀ଶ ; energy losses by resistance ܧ௥௘௦௜௦௧ ; and total energy 
consumption ܧ௧௢௧௔௟, when the desired running times ܶ are: 116; 120; 130; 140[s]. 
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Table 4:  Simulation data with different running time, ݅ ൌ 2ሾ0 00⁄ ሿ. 

Sym. Unit    Value 

௔ܶ௖௧௨௔௟   s  115.9999 119.9999 126.0000 130.0000 139.9999 
݀ଵ  m 978.9083 708.3037 519.2744 443.3643 326.8848 
 ଵݒ km/h  92.4539 85.5339 78.9672 75.6375 69.2231 
݀ଶ  m 1625.8000 1710.0000 1776.8000 1806.7000 1858.0000 
 ଶݒ km/h  86.3708 75.8804 66.4600 61.7988 52.8890 
 ௥௘௦௜௦௧ܧ kWh  9.2479 8.8805 8.4646 8.2418 7.8045 
 ௧௢௧௔௟ܧ kWh  19.1572 16.9222 15.0002 14.0956 12.4773 
   

       
 

 
a)  Optimized running curves    b)  Optimized energy consumptions 

Figure 4: Comparison of simulation results with different number of 
parameters. (No. of parameters of running curves in each case is 
respectively: 18; 24; 30; 36.) 

     Figure 5(a) shows the optimal running curves; Figure 5(b) shows the 
relationship between the optimal energy consumption and the running time. 
     Those simulation data show that the proposed optimization method can 
ensure high accuracy of running time as desired. In further, we can reduce total 
energy consumption as well as the notch speed by increasing the running time. 
 

 
     a) The optimal running curves b) The optimal energy consumptions 

Figure 5: Train operation with different running time, ݅ ൌ 2ሾ0 00⁄ ሿ. 
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6.3 Comparison of train operation when train acceleration is limited for 
passenger’s comfort 

To evaluate the effects of train acceleration limitation on the optimal train 
operation, simulations are carried out under the conditions: the desired running 
time: 122[s]; Gradient of up-hill 2ሾ0 00⁄ ሿ; no use of mechanical brakes; and three 
cases of train acceleration are considered: Case 1: No acceleration limitation; 

Case 2: ܽ௟௜௠௜௧ ൌ 2.5ሾ
୩୫/୦

ୱ
ሿ; and Case 3: ܽ௟௜௠௜௧ ൌ 2.2ሾ

୩୫/୦

ୱ
ሿ. 

     Simulation data from Table 5 and Figure 6(a) show that the train operates at 
higher speed when the limit of train acceleration decreases. The reason is that 
because the train must accelerate and decelerate more slowly, it needs running at 
higher speed in order to keep the running time constant. 
     From Figure 6(b), when the limit of train acceleration decreases, the optimal 
energy consumption increases, which means that if we reduce the train 
acceleration in Powered and Braking modes for passenger’s comfort, the total 
energy consumption will increase. Thus, there is a trade-off between energy 
saving and passenger’s comfort. 

Table 5:  Simulation data in 3 cases of train acceleration limitation. (The 
desired running time: 122ሾsሿ; Gradient of uphill ݅ ൌ 2ሾ0 00⁄ ሿ.) 

Sym. Unit    
Value  

Case 1 Case 2 Case 3 

௔ܶ௖௧௨௔௟    s  122.0000 121.9999 121.9991 
݀ଵ   m  629.9310 748.4832 1287.9000 
 ଵݒ  km/h  83.0486 86.4088 97.9002 
݀ଶ   m  1736.6000 1665.4000 1408.7000 
 ଶݒ  km/h  72.2686 77.6088 96.7767 
௥௘௦௜௦௧ܧ  kWh  8.7282 8.8891 9.2178 
௧௢௧௔௟ܧ  kWh  16.1726 17.1685 20.9181 

 
Case 1: ܽ௟௜௠௜௧ ൌ∞ሾ

୩୫/୦

ୱ
ሿ; Case 2: ܽ௟௜௠௜௧ ൌ 2.5ሾ

୩୫/୦

ୱ
ሿ; Case 3: ܽ௟௜௠௜௧ ൌ 2.2ሾ

୩୫/୦

ୱ
ሿ). 

 

 

a) The optimal running curves b) The optimal energy consumptions 

Figure 6: Train operation in 3 cases of train acceleration limitation, ݅ ൌ 2ሾ0 00⁄ ሿ. 

122

17.1685

20.9181

16.1726
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7 Conclusions 

Due to the nonlinear model of train and the constraints of input motive force as 
well as that of train acceleration, etc. the speed-position relationship is 
complicated. Therefore, it is crucial to select parameterization functions 
appropriately. Section 3.2 and Section 6.1 presented a method for choosing these 
functions as well as the number of their parameters. 
     In addition, to solve the optimization problem derived in Section 4, the 
authors developed an effective optimization algorithm that can be applied for 
general optimization problems. Section 5 discussed about this algorithm. 
     The advantages of this research are: we can easily put additional constraints 
in the optimization problem: the input motive force limitation, the train 
acceleration limitation, the desired running time of each mode of train; no need 
to solve the differential equations of train at each step of searching process. 
Drawbacks of this research are: in case of various sectional-speed constraints, 
many parameterization functions should be used, which increases computation 
complexity; in the simulations, the authors have not taken into account the use of 
mechanical brakes. All these problems will be considered in future researches. 
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